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Abstract

Entering a State University (PTN) for package C graduates is relatively difficult. Based on data
from package C graduates at PKBM who were accepted into State Universities from 2020 to 2022, there
were 42 students out of a total of 210 students who registered and a total of 1,132 students. In connection
with this, it is necessary to have a system or model that is used to predict which students who graduate from
Siliwangi PKBM Package C will be accepted into State Universities (PTN) using the Support Vector
Machine and K-Nearest Neighbor Algorithm methods. In connection with the interest of PKBM students,
210 participants competed for seats at 6 PTNs. In connection with this, it is necessary to have a system or
model that is used to predict which students who graduate from Siliwangi PKBM Package C will be
accepted into State Universities (PTN) using the SVM and K-NN Algorithm methods. Therefore, this method
is expected to be able to solve the problem of how many students can enter State Universities (PTN). This
method is expected to solve the problem of how many students can enter State Universities (PTN). The
results of the research are that the support vector machine method has a higher level of accuracy than the
k-nearest neighbor algorithm with an accuracy value of 98.8%. The best precision value is the support
vector machine algorithm with a value of 97.6% compared to the k-nearest neighbor algorithm. The best
recall value is the support vector machine algorithm with a value of 97.8%.

Keywords: Education, Online Learning, Google Classroom, Research and Development, Student
Competence, Score Results, K-Nearest Neighbor, Orange Data Mining.

Abstrak

Untuk masuk Perguruan Tinggi Negeri (PTN) bagi lulusan paket C relatif sulit. Berdasarkan data
lulusan paket C di PKBM yang diterima masuk di Perguruan Tinggi Negeri tahun 2020 sampai dengan
2022 ada sebanyak 42 siswa dari total jumlah 210 siswa yang mendaftar dan dari total keseluruhan 1.132
siswa. Sehubungan dengan hal tersebut maka perlu adanya sistem atau model yang dipakai untuk
memprediksi siswa lulusan Paket C PKBM Siliwangi yang diperkiran bisa diterima masuk Perguruan
Tinggi Negeri (PTN) dengan metode Algoritma Support Vector Machine dan K-Nearest Neighbour.
Sehubungan dengan minat siswa PKBM sebanyak 210 peserta memperebutkan kursi di 6 PTN. Sehubungan
dengan hal tersebut maka perlu adanya sistem atau model yang dipakai untuk memprediksi siswa lulusan
Paket C PKBM Siliwangi yang diperkiran bisa diterima masuk Perguruan Tinggi Negeri (PTN) dengan
metode Algoritma SVM dan K-NN. Oleh karena itu metode ini diharapkan dapat menyelesaikan
permasalahan tentang berapa jumlah siswa yang sekiranya dapat masuk ke Perguruan Tinggi Negeri (PTN).
Metode ini diharapkan dapat menyelesaikan permasalahan tentang berapa jumlah siswa yang sekiranya bisa
masuk ke Perguruan Tinggi Negeri (PTN). Hasil dari penelitian yaitu metode support vector machine
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memiliki tingkat akurasi yang lebih tinggi dibandingkan algoritma k-nearest neighbour dengan nilai akurasi
sebesar 98,8 %. Nilai presisi terbaik adalah algoritma support vector machine dengan nilai 97,6 %
dibandingkan dengan algoritma k-nearest neighbour. Nilai recall terbaik adalah algoritma support vector
machine dengan nilai 97,8 %.

Kata Kunci: Algoritma Support Vector Machine, K-Nearest Neighbour, Prediksi

1. PENDAHULUAN

Pendidikan merupakan aspek yang sangat penting bagi perkembangan sumber daya manusia, sebab
pendidikan merupakan wahana atau salah satu instrumen yang digunakan bukan saja membebaskan
manusia dari keterbelakangan, melainkan juga dari kebodohan dan kemiskinan. Pendidikan diyakini
mampu menanamkan kapasitas baru bagi semua orang untuk mempelajari pengetahuan dan ketrampilan
baru sehingga dapat diperoleh manusia produktif. Dengan kemampuan inilah manusia terus membuat
perubahan untuk mengembangkan hidup dan kehidupan dirinya sebagai manusia bahwa Pendidikan
adalah segala kegiatan pembelajaran yang berlangsung sepanjang zaman dalam segala situasi kegiatan
kehidupan”. Pendidikan berlangsung disegala jenis, bentuk, dan tingkat lingkungan hidup, yang kemudian
mendorong pertumbuhan segala potensi yang ada didalam diri individu . Di sisi lain, pendidikan dipercayai
sebagai wahana perluasan akses. Pendidikan mempunyai fungsi yang harus diperhatikan seperti dapat
dilihat pada UU No.22 tahun 2003 pasal 3 yang menyatakan bahwa pendidikan nasional berfungsi
mengembangkan kemampuan dan membentuk watak serta peradaban bangsa yang bermartabat dalam
rangka mencerdaskan kehidupan bangsa, bertujuan untuk berkembangnya potensi peserta didik agar
menjadi manusia yang beriman dan bertagwa pada Tuhan Yang Maha Esa, beraklag mulia, sehat berilmu,
cakap, kreatif, mandiri dan menjadi warga yang demokratis dan bertanggungjawab.

PKBM Siliwangi sebagai lembaga pendidikan formal yang sudah banyak meluluskan siswa setiap
tahunnya. Selama ini berapa yang melanjutkan dan berapa yang bekerja atau kuliah di Perguruan Tinggi
Swasta (PTS). Bahwa selama ini berapa persen yang bisa masuk ke Perguruan Tinggi Negeri (PTN). Kita
sadari bahwa PKBM Siliwangi perlu membuat suatu model prediksi yang dapat dipakai oleh lembaga untuk
memperkirakan presentasi siswa yang mempunyai minat melanjutkan ke pendidikan tinggi serta melakukan
identifikasi PTN-PTN yang diminati oleh siswa lulusan PKBM Siliwangi. Untuk masuk Perguruan Tinggi
Negeri (PTN) bagi lulusan paket C relatif sulit. Berdasarkan data lulusan paket C di PKBM yang diterima
masuk di Perguruan Tinggi Negeri tahun 2020 sampai dengan 2022 ada sebanyak 42 siswa dari total jumlah
210 siswa yang mendaftar dan dari total keseluruhan 1.132 siswa. Sehubungan dengan minat siswa PKBM
sebanyak 210 peserta memperebutkan kursi di 6 PTN. Sehubungan dengan hal tersebut maka perlu adanya
sistem atau model yang dipakai untuk memprediksi siswa lulusan Paket C PKBM Siliwangi yang diperkiran
bisa diterima masuk Perguruan Tinggi Negeri (PTN) dengan metode Algoritma SVM dan K-NN. Oleh
karena itu metode ini diharapkan dapat menyelesaikan permasalahan tentang berapa jumlah siswa yang
sekiranya dapat masuk ke Perguruan Tinggi Negeri (PTN). Metode ini diharapkan dapat menyelesaikan
permasalahan tentang berapa jumlah siswa yang sekiranya bisa masuk ke Perguruan Tinggi Negeri (PTN).

2. METODE
Penelitian ini akan melakukan analisis metode Algoritma Support Vector Machine, K-Nearest
Neighbour dengan menggunakan aplikasi Orange. Hasil penelitian akan digunakan untuk mendapatkan
hasil prediksi kelulusan siswa-siswi Paket C PKBM Siliwangi Pamulang yang diterima pada perguruan
tinggi negeri, sehingga data yang diperoleh nanti dapat digunakan hasil prediksi dari aplikasi menunjukkan
bahwa aplikasi yang digunakan bekerja sesuai dengan yang diharapkan.

3. HASIL
Pada subbab ini akan dikemukakan hasil penggunaan aplikasi Orange untuk prediksi kelulusan
siswa-siswi yang diterima pada perguruan tinggi negeri menggunakan algoritma SVM dan K-NN. Pada
bagian hasil prediksi dari aplikasi menunjukkan bahwa aplikasi yang digunakan bekerja sesuai dengan yang
diharapkan. Sedangkan pada bagian hasil akan dihitung nilai akurasi, presisi dan recall juga threshold AUC
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dalam bentuk kurva. Pada subbab berikutnya akan dibahas cara penggunaan aplikasi untuk menghitung
prediksi dengan algoritma Kklasifikasi SVM dan K-NN. Hasil akurasi dari setiap algoritma akan
dibandingkan untuk menjawab rumusan masalah. Persiapan awal yang dilakukan adalah mempersiapkan
kumpulan data yang akan digunakan untuk fase berikutnya secara keseluruhan. Pada penelitian ini
menggunakan sebanyak 1.132 record dengan Dataset Minat Siswa PKBM Siliwangi diterima dan tidak
diterima di Perguruan Tinggi Negeri. Dataset menggunakan format file excel agar tools Orange dapat
melakukan pembacaan file. Dataset tersebut akan disajikan dalam bentuk Tabel 4.1

aaaaaaaaaaaaaaaaaaaaaaaa

No Nama Perguruan Tinggi Neger Minat Siswa | Diterima | Tidak
Diterima
1 | Institut Pertanian Bogor (IPB) 20 3 17
2 | Institut Teknologi Bandung (ITB) 5 0 5
4 | Institut Teknolog: Sepuluh 5 0 5
Nopember (ITS)

Dari total 1.132 data siswa PKBM Siliwangi tahun 2020 sampai dengan 2022, terdapat 210 siswa
yang berminat mendaftar di masing-masing perguruan tinggi yang diminati, terdapat 42 siswa yang diterima
di perguruan tinggi negeri dan 168 tidak diterima di perguruan tinggi negeri. Oleh karena itu dengan adanya
faktor penentuan diterima dan tidak diterima maka memerlukan beberapa Klasifikasi data. Lalu tahapan
selanjutnya adalah melakukan impor data siswa tersebut ke dalam aplikasi Orange menentukan atribut yang
akan dijadikan id dan label atau target dengan melakukan change role. Pada penelitian ini yang dijadikan
sebagai id adalah nomor dan label ada program. Penentuan id dan label dilakukan karena salah satu
prasyarat metode data mining yakni klasifikasi adalah attribut bertipe nominal/numerik dan label bertipe
nominal. Pada tahap ini juga bisa melakukan replace errors dengan missing values dengan cara melakukan
mengisi checklist diatas tabel. Pengaturan untuk melakukan perubahan id dan label dilakukan pada bagian
format our columns dengan mengklik icon gear pada attribut yang akan dijadikan id maupaun label
kemudian pilih change role. Secara detail dalam penentuan pengaturan id dan label ditunjukkan pada
Gambar 4.2
Data training merupakan dataset yang terdiri dari 1.132 siswa Paket C PKBM Siliwangi tahun 2020 sampai
tahun 2022. Adapun data yang digunakan meliputi NIS, usia, jenis kelamin, nilai rapot, nilai UAN,
Pendidikan orang tua, pekerjaan orang tua, jumlah saudara kandung, nama perguruan tinggi yang didaftar,
jurusan yang didaftar, program studi yang didaftar. Data tersebut akan disajikan dalam bentuk Tabel 4.2

‘T'abel 4.2 Data Iraining

No NIS Usi| JK | Pend | Jml | Tujuan | Nilai | Nilai | Nilai | Nilai | Diterima
a Ortu | Sdr. | Setelah | Rapot | UN | Total | Rata- {Tidak
Eand Lulus Rata
lmg -
1 1926363001 | 17 L SMA 2 Kerja 89 83 172 86 0
2 1926363002 | 17 L S1 4 Bisnis 85 89 174 87 0
1132
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Data testing merupakan dataset yang terdiri dari 210 siswa Paket C PKBM Siliwangi tahun 2020
sampai tahun 2022 yang mendaftar di Perguruan Tinggi Negeri. Data testing tersebut akan disajikan dalam
bentuk Tabel 4.3

Tabel 4.3 Data Testing
No Usia, JK Pend. | Jm] | Nilai | Nilai Nilai
Ortu | SK | UN | Total | Rata-

rata
1 17 Perempuan | SMA |2 84 170 85
2 18 Laki-Laki SMA | 5 90 179 89.5

Dari data training dan data testing yang didapat maka akan dilakukan prediksi kelulusan siswa yang
diterima diperguruan tinggi negeri menggunakan metode SVM dan K-NN.

Klasifikasi Algoritma Support Vector Machine (SVM)

Dalam melakukan prediksi masa depan, SVM melakukan klasifikasi data berdasarkan data historis
dengan scenario yang telah diberikan. Proses pengklasifikasian ini membagi data sesuai dengan kelas
diterima dan tidak diterima, oleh karena itu data dibagi menjadi dua yaitu data training dan data testing.
SVM mencari hyperplane (garis pemisah) terbaik dari sekian banyak kemungkinan untuk memisahkan
antar kelas tersebut. Hyperplane yang terbaik juga dilihat dari margin (jarak) terbesar antara titik maksimal
dari masing-masing kelas dengan hyperplane. Agar dapat diklasifikasi, maka data direpresentasikan
sebagai vector berupa pasangan data (X,y), X dan y merupakan nilai rasio diterima atau tidak diterima. Nilai
class yang diterima diberi label 1 dan class tidak diterima diberi label -1. Setelah dilakukan preprocessing
data maka didapat hasil dataset siswa PKBM Siliwangi tahun 2020 yang sudah lulus semua, data ini
digunakan sebagai data training untuk prediksi untuk diterima atau tidak diterima siswa lulusan tahun 2020
sampai dengan 2022. Untuk prediksi digunakan aplikasi Orange dengan algoritma SVM.
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Prediksi Menggunakan Algoritma SVM

Prediksi Menggunakan Algoritma SVM dapat dilihat pada Gambar 4.1
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Gambar 4.1 Prediksi Menggunakan Algoritma SVM

Dari hasil prediksi menggunakan algoritma SVM dari jumlah data training 1.132 diperoleh untuk

siswa yang diterima di perguruan tinggi negeri sebanyak 42 siswa. Selanjutnya bisa dihitung untuk nilai
akurasi, presisi dan recall dari hasil tersebut. Dan dapat dilihat seperti Gambar 4.2
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Gambar 4.2 Test and Score Model Algoritma SVM
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Didapat nilai akurasi sebesar 96,3%, presisi 75,0%, dan recall 57,1%, maka didapatkan confusion
matrix seperti Gambar 4.3
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Gambar 4.3 Confousion Matrix Algoritma SVM

Receiver Operating Characteristic Hasil Prediksi Algoritma SVM

Receiver Operating Characteristic hasil prediksi algoritma SVM dapat dilihat pada Gambar 4.4
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Gambar 4.4 ROC Algoritma SVM
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Hasil Prediksi K-NN

Hasil dari prediksi K-NN yang didapat dari tools Orange disajikan dalam bentuk Gambar 4.5
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Gambar 4.5 Prediksi Menggunakan Algoritma K-NN

Selanjutnya untuk nilai akurasi, presisi dan recall dari hasil tersebut. Dapat dilihat dari test and score
seperti Gambar 4.6
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Gambar 4.6 Test and Score Model Algoritma K-NN
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Didapat nilai akurasi sebesar 93,8%, presisi 00,0%, dan recall 00,0%, maka didapatkan confusion
matrix seperti Gambar 4.4
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Gambar 4.7 Confousion Matrix Algoritma K-NN

Receiver Operating Characteristic Hasil Prediksi Algoritma K-NN

Receiver Operating Characteristic hasil prediksi algoritma K-NN dapat dilihat pada Gambar 4.8

Tarpst 0 a:z — — -0.5¢

W NN

0.76

Curves
Merge Predictions from Folds

v

TP Rate (Sensitiky)

Show convex ROC curves

Show ROC convex: hull

Anvalyss
B Defauk threshald (0.5) point

B show performance line
¥ Cost: S04

N Cost: 500 0.00

Prior probabiity:

0.00 0.57 0.530.580.90951.00
FP Rate (1-Specificity)

? BB |51

Gambar 4.8 ROC Algoritma K-NN
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4. PEMBAHASAN

Dari hasil prediksi dari SVM dan K-NN maka didapatkan algoritma terbaik untuk menyelesaikan

permasalahan prediksi siswa-siswi yang diterima di perguruan tinggi negeri. Hasil terbaik disajikan dalam
bentuk Tabel 4.4

Tabel 4.4 Penentuan Algoritma Terbaik

Model AUC Akurasi Fli Presicion Recall

Model SVM 98,9 % 96,3 % 64.9 % 97,6 % 57,1 %

Model KNN 60,7 % 96,3 % 00,0 % 00,0 % 00,0 %

Yang terbaik hasil dari SVM dan K-NN adalah menggunakan model SVM karena metode SVM

memiliki tingkat akurasi yang sama dengan algoritma K-NN dengan nilai akurasi sebesar 96,3 %. Nilai
presisi terbaik adalah algoritma SVM dengan nilai 97,6 % dibandingkan dengan algoritma K-NN dengan
nilai 00,0%. Nilai recall terbaik adalah algoritma SVM dengan nilai 57,1% dibandingkan dengan K-NN
dengan nilai 00,0%.

5. KESIMPULAN DAN SARAN

Berdasarkan hasil dan perbandingan yang telah dilakukan, kesimpulan yang bisa ditarik dari

penelitian ini adalah:

1. Metode SVM memiliki tingkat akurasi yang sama dengan algoritma K-NN dengan nilai akurasi
sebesar 96,3 %. Nilai presisi terbaik adalah algoritma SVM dengan nilai 97,6 % dibandingkan
dengan algoritma K-NN dengan nilai 00,0%. Nilai recall terbaik adalah algoritma SVM dengan nilai
57,1% dibandingkan dengan K-NN dengan nilai 00,0%.

2. Pada penelitian ini, bisa disimpulkan bahwa metode SVM memiliki performa yang lebih baik
dibandingkan dengan algoritma K-NN untuk masalah prediksi masuk perguruan tinggi negeri.
Adapun saran yang dapat diberikan untuk pengembangan penelitian selanjutnya adalah sebagai

berikut:

1. Dalam melakukan penelitian selanjutnya dapat menggunakan metode yang berbeda dan perlu
dilakukan penambahan parameter yang lain yang belum dilakukan pengujian pada penelitian ini, hal
ini bertujuan untuk mendapatkan tingkat akurasi yang lebih baik.

2. Untuk Sekolah selaku penyelenggara Pendidikan agar dapat lebih aktif untuk memberikan
pengetahuan tips dan trik agar lulus di Perguruan Tinggi yang di impikan siswa.
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